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Dynamic Mental Representations 

J e n n i f e r  J. F r e y d  
Cornell University 

This article pursues the possibility that perceivers are sensitive to implicit dynamic information even 
when they are not able to observe real-time change. Recent empirical results in the domains of 
handwriting recognition and picture perception are discussed in support of the hypothesis that per- 
ception involves acquiring information about transitions, whether the stimuli are static or dynamic. 
It is then argued that dynamic information has a special status in mental representation as well as 
in perception. In particular I propose that some mental representations may be dynamic, in that a 
temporal dimension is necessary to the representation. Recent evidence that mental representations 
may exhibit a form of momentum is discussed in support of this claim. 

There has been a growing appreciation of  the impressive abil- 
ity that the human mind has for perceiving events that take 
place over time. J. J. Gibson (1979), Johansson (1975), and oth- 
ers have noted that we are particularly receptive to information 
contained in patterns of  change in the environment, as opposed 
to static information (such as that contained in a snapshot). 

In this article I will first propose that people perceive dynamic 
information even when the stimuli being inspected (such as 
snapshots) are not changing in real time. I will then propose 
that the importance of  dynamic information to perception has 
implications for mental representation. In particular I will ar- 
gue that mental representations may sometimes contain a tem- 
poral dimension and may thus themselves he dynamic. 

Perceiving Transit ions 

I p r~ose  that in oerception, acquiring information about 
transitions between states is as important as acquiring informa- 
tion about the states themselves. I believe that the proclivity 
oeople show for picking up transitional information extends to 
situations in which the stimuli are static. A more precise propo- 
sition can be stated as follows: When the perceptual system can- 
not directly perceive change over time it will seek out implicit 
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evidence of  change. There are at least two types of  implicit 
change: (a) future change, such as spatial transformations an 
object can undergo or the continuation of  motion in objects 
captured in a frozen-action photograph, and (b) change that 
creates an object, such as certain sequences of  drawn strokes 
that lead to a handwritten letter. The proposition argues for the 
deepening of  the perception of  a static form by the representa- 
tion of  dynamic information about its possible past and future. 

Perceiving Real- Time Transitions 

One reason for thinking that the perceptual system seeks irn- 
plieit information about change is the now good evidence that 
the perceptual system has a tendency to pick up information 
about real-time change. For instance, J. J. Gibson (1950, 1966, 
1979), Johansson (1950, 1973, 1975), and many others (e.g., 
Cutting & Prottitt, 1981; Lasher, 1981) have demonstrated the 
perceptual system's natural competence with information car- 
fled dynamically. 

This recent appreciation for humans' responsiveness to real- 
time change relates to a new understanding of  perception, not 
sensation. At the level of sensation it is change in the environ- 
ment that is detected for any sense (see Boring, 1942). The 
newer position (which has, of  course, old roots; see Cutting & 
Proflitt, 1981, for discussion), that dynamic information is pri- 
mary to the perceptual system, refers to higher level perceptual 
organization. This position could be true or false independent 
of  sensory dynamics. 

Among the many studies demonstrating the perceiver's com- 
petence to pick up real-time change and to parse the world into 
events that extend over time (e.g., Johansson, 1950) are some 
studies demonstrating that dynamic information may be rele- 
vant in cases where it was previously thought that mainly static 
information was used. I consider these studies especially rele- 
vant to my claim that sensitivity to transitional information ex- 
tends even to situations where real-time change is not present, 
because they suggest that dynamic information may be primary 
to the perceptual system. I will briefly describe examples from 
three domains of  inquiry. 

Although investigators usually assume that people recognize 
an acquaintance by recognizing his or her facial features, body 
shape, and other aspects of  physical appearance, in fact viewers 



428 JENNIFER J. FREYD 

can recognize themselves and friends without that configural 
information if abstract movement information is provided: 
Cutting and Kozlowski (1977) have shown that a person can be 
identified in the dark if the person has a small number of  tiny 
lights attached to his or her body and he or she moves. Similarly, 
some linguistic information can be conveyed, in the dark, to 
perceivers of American Sign Language if the signer has a few 
tiny lights attached to his or her fingertips and the hands move 
(Poizner, Bellugi, & Lutes-Driscoll, 1981). Of course, in these 
point-light display studies, it is not clear whether subjects use 
the motion information directly when recognizing friends in 
the dark or American Sign Language, or whether they use the 
motion information to infer configural information and then 
proceed with identification. 

Perhaps clearer evidence that the perception of change is fun- 
damental to perceptual organization is the demonstration that 
one of  the important ways that infants determine what makes 
a given object distinct and unified is by determining what moves 
as a single object (Spelke, 1982). For instance, in one experi- 
ment Kellman and Spelke (1983) habituated infants to a rod 
that was moved back and forth behind a partly occluding bar- 
rier so that each end protruded beyond the barrier. Infants were 
then presented with the complete rod and the rod with a small 
gap, moving in the same fashion. Habituation to the moving 
occluded rod generalized to the moving complete rod but not 
to the moving rod with a gap. Presented with the same partly 
occluded rod but without movement, infants did not generalize 
to the complete rod. Perhaps most striking, when infants were 
habituated to two different objects (a rod and a polygon differ- 
ing in color and texture) moving together, their habituation gen- 
eralized to a connected polygon and bar and not to a polygon 
and bar separated by a gap. Indeed, this habituation was just as 
strong as in the experiment with the moving rod. Thus it seems 
that movement information is more important for perceiving 
object cohesiveness than unity of shape, color, and texture. 

There is also evidence that the perception of  transitional in- 
formation is important in audition as well as vision. The per- 
ception of  sound, of course, is fundamentally dependent on in- 
formation that varies over time. Relevant to this article, how- 
ever, is evidence that higher order transitional information 
carried in sound is emphasized by the perceptual system. For 
example, Remez, Rubin, Pisoni, and Carrell (1981) demon- 
strated the importance of time-varying relations in phonetic 
perception. They found that the essential features used in per- 
ceiving words are determined by the transitions from one pho- 
neme to the other, as opposed to context-independent features 
of each individual phoneme. 

Perceiving Implied Transitions 

If  the perceptual system is geared to perceive transitions in 
real time, what might it do when presented with a display that 
is not changing? I propose that in such a situation the perceiver 
will seek out implicit information about change. Put differently, 
if it is found that people do readily perceive implied transitions, 
there is evidence that the perceptual system is geared to perceive 
transitions. Thus I believe that the strongest test of the impor- 
tance of dynamic information to perception is in the case 
where, technically, no movement is actually present but is in 
some way nonetheless implicit in the stimulus. The phenome- 

non of  apparent motion is one such situation. However, appar- 
ent motion may result from the triggering of motion detectors 
early on in the visual pathways (see Braddick, 1974, 1980) and 
is therefore potentially of  less interest to my theoretical posi- 
tion. I will discuss two areas of  investigation in which there is 
clearly no sensory basis to the detection of  dynamic informa- 
tion when static stimuli are viewed. 

Perceiving Dynamic Information During Recognition of 
Static Handwritten Forms 

Traditional feature analysis theories of  letter perception (for 
a review, see E. J. Gibson & Levin, 1975), which assume that 
perceivers recognize a given letter by perceiving its distinctive 
features (such as whether the letter is symmetric or not, whether 
it has a left-diagonal line or not, whether the curves are open or 
closed), do not account well for human handwriting recogni- 
tion. Not surprisingly, the stimuli used in the development of  
these theories for both observation and experimentation have 
primarily been uppercase block letters or artificial characters 
based on such letters (see, for instance, E. J. Gibson, Gibson, 
Pick, & Osser, 1962; Pick, 1965). One problem with traditional 
feature analysis theories when applied to handwriting recogni- 
tion is that almost none of  the typically studied distinctive fea- 
tures such as symmetry and open or closed curves are preserved 
in handwritten letters, yet people are clearly able to recognize 
handwritten messages. 

An alternative theory of  letter perception that can better ac- 
count for our ability to recognize handwritten letters (especially 
when they are distorted by other letters before or after them) 
assumes that recognition mechanisms use information about 
how letters are formed. Specifically, it may be that perceivers 
can infer the underlying dynamic pattern of motor movements 
by applying knowledge of drawing method to the static trace of  
a handwritten letter. For example, one possibility, based on an 
analogy to the motor theory of  speech perception (see Liber- 
man, Cooper, Shankweiler, & Studdart-Kennedy, 1967), is that 
the perceiver produces a model of what he or she is perceiving 
by following production rules. The proposal that people use 
knowledge of  drawing methods in handwriting is also compati- 
ble with some ofWatt's (1980) ideas on the proper characteriza- 
tion of  the alphabet. He talked about letters as being "kines- 
thetic morphemes" that can be broken down into "kinemes" 
that are chronologically concatenated. 

Three studies (Babcock & Freyd, in press; Freyd, 1983d; 
Zimmer, 1982) provide evidence in support of  the hypothesis 
that handwriting recognition involves (a) knowledge of drawing 
method and (b) sensitivity to information specifying drawing 
method in the static trace. 

In Freyd's (1983d) study subjects were taught an artificial 
character set in such a way that they knew how the characters 
were drawn, yet they never experienced drawing the characters 
themselves. During training, the subjects watched the charac- 
ters drawn for them on a computer screen. For any one charac- 
ter there were two possible drawing methods, each rendering 
exactly the same final form; only the order and direction in 
which the strokes were drawn varied between the methods. Af- 
ter each subject learned the set of  characters by one of  the two 
drawing methods, a test was administered in which only static 
(i.e., already drawn) characters were shown. Some of the static 
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Figure 1. Example stimuli from the handwriting recognition experi- 
ment (Freyd, 1983d). (The stroke order--/ for first stroke--and the 
stroke direction--associated arrow--are indicated for the two drawing 
methods used for the example character. The nondistorted test charac- 
ter and the six distortions used in the test are also shown for the example 
character.) 

test characters were slight distortions of  the true character. Half 
of  these distortions were consonant with one of  the drawing 
methods, and half with the other (see Figure 1). That is, drawing 
methods when applied by a human tend to lead to specific types 
of  distortions (e.g., connecting lines between the end of  one 
stroke and the beginning of  another), and the predictability of  
these distortions was used to create the test distortions. 

Subjects found the distorted characters that were inconsistent 
with the drawing method they had learned much more difficult 
to recognize than either consistently distorted or undistorted 
characters. For at least one kind of  consistent distortion (the 
sloppy-lines distortion), the characters are easier to identify 
than for nondistorted characters, presumably because there is 
information value in the distortion. In a related way, it is inter- 
esting that many popular type fonts carry information about a 
handwriting method, perhaps because that information facili- 
tates letter identification. 

The finding that knowledge of  drawing method influences the 
recognizability of  distorted characters is consistent with the hy- 

pothesis that handwriting recognition is based on tacit knowl- 
edge of  writing method. This in turn suggests that people can 
use knowledge of  dynamic processes in the perception Of static 
forms. In a second study (Babcock & Freyd, in press) a related 
hypothesis was more directly tested: that perceivers are sensitive 
to information in the static trace that specifies the manner in 
which a character was drawn. We began by creating a new set 
of  characters and inventing two drawing methods for each char- 
acter. The drawing methods differed in the direction that the 
last stroke of  each character was to be drawn (up or down). We 
then collected samples of  each character drawn by each method 
(see Figure 2). These samples were used to teach a new group 
of  subjects numerical paired associates for our artificial charac- 
ter set. Half of  the subjects were given samples drawn in the 
"up" manner and the other subjects were asked to learn the 
characters from the "down" samples. 

After training, all subjects were presented with rows of nu- 
merals and asked to translate these numerals by writing down 
corresponding rows of  characters. Their writing behavior was 
monitored during this translation task. In particular, an experi- 
menter noted whether each subject drew the last stroke in an 
upward or downward direction. In two separate experiments, 
we found that the probability of drawing the last stroke up or 
down depended on the drawing-sample set that the subject saw, 
confirming our hypothesis that people extract information per- 
taining to drawing method when shown static examples of  
hand-drawn characters. 

Zimmer (1982) also extended the handwriting recognition 
theory presented in an early draft of  Freyd (1983d) by investi- 
gating what sort of representation (e.g., static or dynamic) is 
most effective for mentally representing a letter. He asked sub- 
jects to answer questions about the confignral characteristics of  
a given handwritten letter while forming one of mental images. 
He found that subjects were better able to answer such questions 
while forming a mental image of the letter being drawn, than 
while forming a mental image of the static appearance of  the 
letter. This finding adds further support to the notion that 
knowledge of  drawing method is used by recognition processes. 

Perceiving Dynamic Information During Perception of  
Static Pictures 

Friedman and Stevenson (1980) have commented that "pic- 
torial movement is compelling, that over and above its informa- 

Figure 2. Illustration of the two drawing methods used by Babcock and 
Freyd (in press) and examples of the distortions each method produces. 
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ceive the first member of the pair they cannot help but antici- 
pate the continuation of the implied motion. 

The hypothesis that people, when viewing a picture that cap- 
tures motion, naturally perceive the direction of the motion was 
further tested using an apparent-motion paradigm (Freyd, 
1983c). Visual apparent motion is the perception of motion 
when the display consists of an alternate presentation of two 
static stimuli at appropriate time intervals. Usually the critical 
parameters isolated for seeing motion are time difference be- 
tween onsets and distance between the stimulus patterns (Kol- 
ers, 1972). However, if frozen-action photographs induce a 
mental representation that partly continues the motion, there 
should be an asymmetry in the goodness of apparent motion 
between forward and backward action sequences of the before- 
after photograph pairs. That is, members of the forward pairs 
should be a shorter distance from each other in terms of mental 
representation than members of the backward pairs. When the 
experiment was actually performed, in which subjects were 
asked to judge goodness of apparent motion, the forward pair 
received higher ratings. 

Figure 3. A before (above) and after (below) pair from the action se- 
quence "person jumping offa wall" used in the picture perception study 
(Freyd, 1983c). 

tional value, it can also transmit a sense of movement" (p. 226). 
Certainly, one situation in which people might represent move- 
ment, under conditions that are technically static, arises when 
viewing pictures that depict motion. For instance, photographs 
that capture, or "freeze," some object in the process of motion 
might induce a mental representation of movement. 

If so, when a person views a photograph of an object undergo- 
ing a unidirectional movement, the person might represent the 
object as continuing the movement. If this were true, one would 
expect the person's memory for the photograph to be distorted 
in the direction of remembering the object as being further 
along the path of movement. To test this prediction, I first cre- 
ated a set of photograph pairs shot at different times in a se- 
quence as well as an equal number of pairs having the same 
identical photographs (Freyd, 1983c). Unidirectional action se- 
quences were used, such as a person jumping or water spilling 
(see Figure 3). I showed one member of the pair to subjects fol- 
lowed by the second. Subjects were asked to decide whether the 
second picture was exactly the same as the original picture. 

Subjects took longer to correctly complete the task when the 
pair was in real-world temporal sequence than when it was in 
reverse order, supporting the hypothesis that when people per- 

Dynamic  Mental Representations 

Cognitive psychologists have made significant advances in 
understanding human thinking by investigating the structure of 
mental representations (e.g., Anderson, 1976; Shepard & Coo- 
per, 1982). In most of this research mental representations have 
not been considered to be, in any fundamental sense, dynamic 
(Kolers & Smythe, 1979). This is especially true for theories 
about the mental representation of objects or categories of ob- 
jects. For instance, the mental representation of a dog may be 
described as an image of a typical dog in a canonical orientation 
(e.g., Kosslyn, 1980), or perhaps as a network of propositions 
or features (e.g., Anderson & Bower, 1973; Collins & Quillian, 
1969). To the extent that our perception and knowledge ofeven 
static things depends on our knowledge of dynamic informa- 
tion, one may question how such information is represented in 
the context of static mental representations. 

I will argue that although some sorts of dynamic information 
can, in principle, be represented in the context of a traditional 
notion of mental imagery or a propositional model, a more par- 
simonious solution is to propose that at least some representa- 
tions are dynamic. The ideas presented in this section are 
offered not as a complete theory, but as a perspective that might 
lead to a theory eventually, and may motivate research in the 
meantime. Similarly, the research results discussed in support 
of the hypotheses are presented as suggestive, not as definitive. 

Toward a Definition of Dynamic Mental Representation 

How is a dynamic mental representation different from pre- 
vious notions of representation? Two definitional criteria are: 
(a) A dynamic mental representation is one in which time is 
represented analogically, or using Palmer's (1978) terminology, 
intrinsically. That means that time is represented with a repre- 
senting dimension that has some of the same inherent structure 
that real-world time has. (b) A dynamic mental representation 
is also one in which time is necessarily represented. In other 
words the representing dimension for time could not be re- 
moved from the representation while still preserving any sort 
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of  useful representation. Each of these two criteria will be ex- 
plored in more detail in the following sections. 

The intrinsic criterion. Palmer (1978) proposed that a funda- 
mental distinction exists between intrinsic and extrinsic repre- 
sentation. An intrinsic representation is one in which a re- 
presenting relation (or dimension) has the same inherent con- 
straints as its represented relation. (For our purpose 
representing relations, or dimensions, are in the mind; repre- 
sented relations, or dimensions, are in the world.) In an extrin- 
sic representation the inherent structure of  the representing re- 
lation (or dimension) is arbitrary but that of  its represented re- 
lation is not. 

For a representation to be dynamic, two particular aspects of 
the temporal dimension in our world must also be conse- 
quences of  the inherent structure of  the representing dimen- 
sion. One oftbese aspects is that the temporal dimension must 
be directional," time goes forward. The other aspect is that the 
temporal dimension must be continuous; between any two 
points of  time, another point of  time exists. (These aspects of  
time are considered true of  the local world we live in, just as 
space is locally Euclidean; various physical theories about the 
universe may question the continuity or directionality of  time, 
just as the correct characterization of  the geometry of  space is 
questioned.) 

One way that both the continuity and directionality of  time 
could be captured by the representing dimension would be if 
time itself represented the world's temporal dimension. 
Whereas most researchers would agree that a spatial dimension 
could not practically mentally represent one of  the world's spa- 
tial dimensions, thus ruling out a physical isomorphism be- 
tween space in the world and space represented in the mind, 
there could, in principle, be a physical isomorphism between 
time in the world and represented time. Note that even a physi- 
cal isomorphism allows for differences of  scale such that an 
event that extends over a long time in the world could be repre- 
sented by a shorter time. 

One difficulty with assuming that time represents time arises 
when trying to account for long-term storage of  mental repre- 
sentations. It seems that time would only represent time in 
"working memory"; thus long-term storage of  representations 
would require some representation of  time other than real- 
world time. This issue will not be pursued further in the present 
discussion, as the problem is being limited to understanding 
representing dimensions for active, invoked, mental representa- 
tions. In a similar spirit, I am not going to try to relate the no- 
tion of  dynamic mental representations to what might be called 
"evolving representations" the notion of  a memory trace that 
changes over long periods of time, perhaps because of  decay or 
distortions that occur during the processes or reconstruction 
(e.g., Bartlett, 1932; Loftus, 1975; Lofius, Miller, & Bums, 
1978). These long-term memory effects are interesting but not 
directly relevant to dynamic mental representations. 

Whether the representing temporal dimension is physically 
isomorphic with time in the world or only "naturally" isomor- 
phic (i.e., inherently structured in the same way; see Palmer, 
1978), for a representation to be dynamic it is necessary that 
the continuity and directionality of  time be inherent aspects of  
the representing dimension. An ordered sequence of static rep- 
resentations can mimic a dynamic representation if the grain 
of  the sequence is sufficiently fine given any particular measure- 

ment procedure, yet one would not want to call such a set of  
representations dynamic. Because there is a clear intuitive 
difference between a representing system that includes interme- 
diate points between close points (such as the rational num- 
bers), and one that does not include the intermediate values 
(such as the alphabet that does not include representations for 
continuously varying phones within a phoneme class), I pro- 
pose that one should define continuity operationally: For any 
available measurement procedure, if an intermediate represen- 
tational state corresponding to an intermediate temporal value 
can be found between any two other states, then the system is 
presumed continuous on the basis of parsimony. Eventually, 
when the resolution of  the data is fine enough, the burden of  
proof moves to the skeptic of  continuity. Later in this article 
I will present evidence for intermediate states of  represented 
information with temporal intervals of  l0 ms (Finding 9); I 
think that most would agree that by psychological processing 
standards, differences of  l0 ms reflect a very fine resolution. 

Interestingly much of  the research that has been taken to sup- 
port the position that space is represented in a continuous fash- 
ion can be taken to even more strongly support the position 
that the representing temporal dimension is continuous. I am 
referring particularly to the work on mental rotation by Sbep- 
ard, Cooper, and their colleagues (e.g., Cooper & Shepard, 1973; 
Shepard & Metzler, 197 l). Although many have focused on the 
finding that the time to mentally rotate an object is proportional 
to the angular disparity between the starting and ending posi- 
tions (a spatial measure), I am currently more interested in the 
interpretation of  the finding in terms of time: The time to men- 
tally rotate an object is proportional to the time it would take 
to rotate an object in the world. 

The most relevant finding from the mental rotation literature 
for my interests is Cooper's (1976) demonstration that when 
subjects are probed while engaged in mentally rotating an ob- 
ject from one position into another, they behave as if the object 
is represented in the expected (given the probe time) intermedi- 
ate position. This is consistent with the claim that if a dynamic 
mental representation is probed between any two points in 
time, an intermediate state of  the representation should be dis- 
covered. 

A different sort of finding that satisfies the continuity crite- 
rion is evidence that a constant acceleration, as opposed to ve- 
locity, can be constructed by the subject in an apparent-motion 
task (Freyd, 1983a). I showed subjects a display in which a bar 
was sequentially presented in a progression of  locations across 
a screen. The spatial and temporal intervals were chosen so as 
to produce apparent motion of a bar sweeping across a screen. 
When the spatial separations were held constant but the tempo- 
ral locations were successively shortened or lengthened, subjects 
could, in principle, see either a continuous constant accelera- 
tion or a step-function sequence of  increasing or decreasing ve- 
locities. In an adaptation of  a technique introduced by Robins 
and Shepard (1977), subjects were probed with a small dot that 
appeared on the path of  the apparently moving bar; they were 
asked to indicate whether the dot appeared before or after the 
bar. By comparing their responses under different timing condi- 
tions, the researchers obtained some evidence regarding the way 
in which subjects represented the movement. The results indi- 
cate that people do represent constant acceleration under ap- 
propriate conditions. The ability to represent this continuous 
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change of rate, assuming that it exists, is difficult to account for 
with static representations that must then be transformed over 
time at a changing rate, because it has been assumed that trans- 
formation rates are due only to limitations on processing the 
representation. Dynamic mental representations, however, 
would include time as part of  the representation and are thus 
easily modeled as changing at arbitrarily complex changing 
rates, that is, changing continuously. 

The "necessary"criterion. The second criterion proposed for 
determining whether a representation is dynamic involves the 
notion that a temporal dimension is necessary to the represen- 
tation. 

Kubovy (1983) has pointed out that the mental rotation of  
objects has typically been talked about in terms of  "rotating 
mental images," when it might be preferable to talk, instead, 
about imagining the rotation of the object. For slightly different 
reasons, I have also proposed (Freyd, 1983a) that it is preferable 
to talk about "imagining transformations" as opposed to 
"transforming images?' One thing at issue here is the role time 
is assumed to play in observed phenomena of mental imagery. 
The traditional interpretation of  time in mental imagery studies 
seems to place time on the outside on the representation; that 
is, temporal effects such as rotation rates or scanning rates (e.g., 
Kosslyn, Ball, & Reiser, 1978) are considered to stem from con- 
straints on processing the spatial information represented in the 
image. However, as conceived here, on the basis of the necessary 
criterion for dynamic mental representations, time is on the in- 
side of the image; it is part of the representation; thus rotation 
or scanning rates are considered to reflect properties of the rep- 
resentation itself. 

One consequence of the necessary criterion when applied to 
mental imagery is that time becomes coupled with the spatial 
dimensions in the representation. This proposal is somewhat at 
odds with the accepted view of  time in most theories of  repre- 
sentation. For instance, Shepard (1981) distinguished the com- 
plementarity between objects and representations from the 
complementarity between internal and external transforma- 
tions. Indeed, a structure-process distinction is common 
throughout cognitive psychology, yet there may be occasions in 
which processes are simply part of the structure. (Proposing 
that time may be a structural dimension is different from saying 
that under some conditions a structural model is formally 
equivalent to a process model. In the former case the structure 
itself is considered dynamic; in the latter case a process model 
can be formulated to predict the same outcome as a structure 
model.) Although there may be dynamic mental mechanisms 
that are best considered processes, such as the mechanisms that 
search memory and retrieve an item for conscious use, there 
may also be dynamic structures. As Jones (1976) stated, 

humans are built to detect real-world structure by detecaing 
changes along physical dimensions (i.e., contrasting values) and 
representing those changes as relations (i.e., differences) along sub- 
jective dimensions. Because change can only occur over time, it 
makes sense that time somehow be incorporated into a definition 
of structure. (pp. 328-329) 

I argue similarly that ifa structure has time as a fully integrated 
dimension, the structure is dynamic. For instance, the mental 
representation of  a person walking is most parsimoniously 
modeled as a dynamic structure, not, say, as a static representa- 

tion of a person operated on by some process that step by step 
makes the person walk (cf. Cutting & Proffitt, 1981). 

Why "'dynamic"? The word dynamic is used throughout this 
article. Dynamic has both a general meaning of "not static," 
and a more specific meaning of"relating to energy or physical 
force in motion?' Both meanings are reflected in my use of  the 
word; it is possible that in some cases kinematic or even tempo- 
ral could have been used instead. However, both theoretical 
considerations and experimental results lead me to prefer the 
word dynamic. Consider a representation of objects in the envi- 
ronment. The necessary criterion implies not only that time 
become coupled with the spatial dimensions in the representa- 
tion but also that time become coupled with other fundamental 
properties of  the objects that are represented, such as mass. In 
the following section I will describe experiments that suggest 
a mental analogue to momentum; this implies a coupling of  
represented information about time and mass and thus dy- 
namic representations. Although the role of  perceived mass has 
not yet been investigated directly in the representational mo- 
mentum paradigm, studies investigating the possible role of  
perceived forces have been initiated (Freyd & Cheng, 1986; see 
discussion in the Conclusions section of  this article), Represent- 
ing statics as forces in equilibrium certainly implies the appro- 
priateness of  dynamic. Eventually I would like to extend the 
notions of  mass and force, and how they interact with the tem- 
poral dimension, into cases where the mental representation is 
not of objects in our environment but of more abstract things 
where mass and force might have abstract mental analogues. 

Dynamic Characteristics o f  Mental Representations: 
Momentum 

Finke and Freyd and their colleagues (Finke & Freyd, 1985; 
Finke, Freyd, & Shyi, 1986; Finke & Shyi, in press; Freyd & 
Finke, 1984, 1985; Freyd & Johnson, 1987; Kelly & Freyd, 
1987) have recently discovered a memory distortion, referred 
to as representational momentum, that is consistent with the 
notion that mental representations are dynamic. Although 
these studies do not prove that representations are dynamic, 
they suggest that under some conditions a directional, continu- 
ous dimension of  time seems to be necessarily represented. 
Some of  the basic findings will be summarized, and then dis- 
cussed in terms of  the definitional criteria proposed for dy- 
namic mental representations. 

1. The basic phenomenon. Under appropriate conditions an 
observer's memory for the final position of an abruptly halted 
object is distorted in the direction of the represented motion, 
much as a physical object continues along its path of  motion 
because of  inertia. This phenomenon has been termed represen- 
tational momentum. In their original study, Freyd and Finke 
(1984) presented subjects with a static figure at a number of  
orientations along a possible path of  rotation (see Figure 4A), 
each orientation being separated temporally with an interstim- 
ulus interval (ISI) of 250 ms. They were instructed to remember 
the third orientation they saw and were presented with a fourth 
orientation that was either the same as, or different from, the 
third. There were two ways the orientation could be different: 
It could be a small rotation in the same direction as the implicit 
motion or an equally small rotation in the opposite direction. 
Subjects were less successful in detecting differences when the 
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Figure 4. Examples of display sequences used by Freyd and Finke 
0984). (The three stimulus presentations plus the test pattern, which 
were presented sequentially in the experiments, are shown here from 
left to right for [A] coherent motion displays and [B] displays without 
coherent motion. Test patterns on the far right are for the "same" trials, 
in which the test pattern orientation matched that of the third pattern 
in the sequence.) 

differences were in the direction of  implicit motion (see Figure 
5A and 5B), suggesting that their memory for the third orienta- 
tion had been distorted along that direction. 

2. The effect depends on coherent implied motion. Freyd and 
Finke (1984) found no momentum effect when the ordering of 
the first two orientations in the inducing display was reversed 
so that there was no longer a consistent path of  implicit motion 
(see Figures 4B, 5C, and 5D). 

3. The momentum effect is different from guessing the next 
logical position in the sequence. Freyd and Finke (1984) and 
Finke and Freyd (1985) also investigated a possible alternative 
explanation of the early results: that subjects could not help 
mentally jumping from the third inspection pattern to the next 
logical orientation in the sequence, despite the fact that the task 
subjects were asked to perform discouraged them from doing 
so. In control experiments, distractors were used with displace- 
ments such that the "forward" distractors were physically what 
would have been the next stimulus in the sequence. If  subjects 
were anticipating the next logical stimulus in the sequence they 
should have had great ditficulty rejecting distractors in the pre- 
dicted position relative to a "backward" position. In fact, how- 
ever, there were no significant effects for forward versus back- 
ward distractors in this control experiment. That is, subjects 
were not merely anticipating that the final inspection pattern 
would be the next logical orientation in the sequence. Instead, 
the results indicate that the error in memory for position is best 
thought of  as a small shift in the forward direction. Similarly, 
Finke and Shyi (in press) showed that when explicitly asked to 
extrapolate the motion, their subjects did not overestimate the 
distance the object would travel and were generally quite accu- 
rate, suggesting that subjects do not mistakenly treat the mem- 
ory task as an extrapolation task. 

4. The effect does not seem to stem from sensory processes. 
Finke and Freyd (1985), using implied independent translatory 
motion of  dots, found strong momentum effects with inducing 
ISis and retention intervals (ISI between third and fourth pat- 
tern) up to 2 s, suggesting that the momentum effect is a product 
of  central processing and not triggered motion detectors. 

5. The effect is impervious to practice or error feedback. 
Finke and Freyd (1985) reported that error feedback and prac- 
tice do not serve to weaken the momentum effect. In addition, 
Finke and I and our associates have informally noted that the 
effect seems to be impervious to extensive knowledge of  the pre- 
dicted results and attempts to compensate for the effect. 

6. The momentum effect represents a shift in memoryfor po- 
sition. Freyd and Finke (1985) replicated their original experi- 
ment (1984) using a different distribution of test orientations: 
Nine different test orientations were presented equally often, 
and only one of  those orientations was truly the same. Four of 
these nine test orientations were clockwise rotations from the 
third orientation, and four were counterclockwise rotations. 
Every subject Freyd and Finke (1985) tested produced a gener- 
ally symmetric unimodal distribution of  same responses cen- 
tered not on true-same but on a forward rotation from true- 
same. That is, subjects showed a shift in memory for position 
(see Figure 6A). 

7. The memory shift increases with display velocity. There is 
also evidence that the magnitude of that memory shift is a linear 
function of  the implicit velocity of the inducing display (Freyd 
& Finke, 1985). This was predicted from the momentum meta- 
phor, as physical momentum is proportional to velocity. Qua- 
dratic regression curves were fit to the data for each of several 
implied velocities, and the peaks of the curves were then evalu- 
ated. The peaks are considered to be estimates of the amount 
of  memory shift. Freyd and Finke (1985) reported a correlation 
of.9 for degree of memory shift and the implied velocity of  the 
inducing display (see Figure 6B). Finke, Freyd, and Shyi (1986) 
then showed that observers are sensitive to the implied final ve- 
locity and not simply the average velocity. 

8. Representational momentum occurs very rapidly. Memory 
distortions can be observed when extremely short retention in- 
tervals (10 to 100 ms; see Figure 7) are used between the to-be- 
remembered and test displays (Freyd & Johnson, 1987). This 
suggests that the mental mechanisms underlying the effect are 
very rapid. 

9. The shift increases over short retention intervals. Freyd 
and Johnson (1987) found that memory shifts increase with re- 
tention interval for small intervals (see Figure 7). Also, for very 
short retention intervals the memory shifts are slightly less than 
the product of  retention interval and the implied velocity of  
the inducing display, as predicted from the analogy to physical 
momentum. 

10. The momentum is attached to the represented object, not 
an abstract frame of  reference. Kelly and Freyd (1987) showed 
that the momentum effect depends on perceived object identity 
over the successive static presentations in the inducing display. 
Minor fluctuations in object identity such as internal texture 
changes or small shape changes weaken the momentum effect; 
major fluctuations in object identity such as radical shape 
changes lead to no momentum effect at all. 

I I. Representational momentum exists for dimensions of  
change other than those involving rigid visual transformations. 
Kelly and Freyd (1987) found momentum effects for implied 
deforming transformations such as object shape (a rectangle 
getting fatter or thinner) as well as for a nonvisual implied trans- 
formation (changes in pitch). 
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Figure 5. Mean reaction times (in milliseconds) and error rates for forward and backward conditions used 
by Freyd and Finke ( 1984); Panels A and B show results for displays using coherent motion; Panels C and 
D show results for displays without coherent motion. 

Implications of  Momentum Results 

The representational momentum phenomenon (Finding 1) 
depends on coherent dynamic information (Finding 2) and is 
not dependent on peripheral perceptual processing (Finding 4); 
it thus speaks to issues of dynamic information and mental rep- 
resentation. 

That subjects cannot remember the position of the object 
without being biased by the implied dynamics of the object 
(e.g., Findings 1 and 6) and that those effects are impervious 
to practice or error feedback (Finding 5) support the necessity 
criterion for dynamic mental representations. Necessity is fur- 
ther supported by the finding that the momentum is attached 
to the mental representation of the object, not some general 
abstract frame of reference (Finding 10). The directionality cri- 
terion is supported by the finding that the internal transforma- 
tions follow the direction of the implied motion of the inducing 
display (Finding 1) if that motion is coherent (Finding 2). 

Most important, the motion information appears to be repre- 
sented continuously because when probed at a variety of early 
retention intervals the memory shift was found to increase law- 
fully with the retention interval (Finding 9). That is, the mem- 
ory shift was found to correspond to intermediate positions 
along the rotational continuum. This finding is analogous to 
Cooper's (1976) demonstration that in mentally rotating a fig- 
ure, orientations between the initial and final points of the rota- 

tion are represented. An important difference between the evi- 
dence suggesting continuity for representational momentum 
and that for mental rotation, however, is the much greater reso- 
lution in measuring mental transformations in the case of rep- 
resentational momentum. The relation between memory shift 
and retention interval (Finding 9) is for fractions of a degree of 
rotation and hundredths of a second; as opposed to the 15- or 
30-degree increments and large fractions of a second that Coo- 
per (1976) reported. 

The momentum effect may differ from the mental rotation 
finding in another important way: Representational momen- 
tum, as compared with mental rotation, is more clearly charac- 
terized as cognitively impenetrable (see Fodor, 1983). Pylyshyn 
(198 l) has argued that mental rotation can be affected by beliefs 
and task expectations and therefore is not intrinsically an ana- 
logue process but, instead, results from an abstract symbol sys- 
tem that includes beliefs about "natural" transformations. In 
contrast, representational momentum is not likely dependent 
on task demands as subjects are asked to remember a static po- 
sition and to refrain from transforming anything. In addition, 
as Kelly and Freyd 0987) have argued, representational mo- 
mentum appears to be "informationally encapsulated" (see Fo- 
dot, 1983) given that it is very rapid (Finding 8) and mandatory 
(Finding 5) and thus not subject to influence by beliefs. Thus 
the evidence indicating that the momentum effect results from 
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Figure 6. Results from Freyd and Finke (1985): (A) averaged across all subjects and conditions (positive 
values represent "forward" displacements of the fourth rectangle; negative values represent "backward" 
displacements); (B) shift estimates derived from quadratic regressions are plotted against implied velocity. 

a continuous mental transformation (Finding 9) may be the 
strongest support in favor of  analogue representations currently 
available, as well as supporting the continuity criterion for dy- 
namic mental representations. 

The results indicating that representational momentum has 
properties analogous to physical momentum (Findings 8 and 9) 
may provide additional support to dynamic mental representa- 
tions because time is clearly neces._~ry for physical momentum. 
Alternatively put, physical momentum is a property of  objects 
embedded in a spatiotemporal world; representational momen- 
tum may likewise be a property of  mental representations with 
spatiotemporal coherence. This argument points to the similar- 
ity between mental and physical momentum as evidence of  sim- 
ilarity in the underlying structures in the mind and in the world, 
not as evidence of  an adaptive internalization of  physical rules 
(see Kelly & Freyd, 1987, for a discussion of  the possible adap- 
tiveness of  representational momentum). 

Finally, representational momentum also appears to be a 
general phenomenon, not limited to implied rigid transforma- 
tions, nor even visual transformations (Finding I l ). This find- 
ing suggests that the momentum metaphor should be inter- 
preted abstractly, not literally. Again, it is the underlying simi- 
laxity in structure between time and momentum in the world 
and time and momentum in the mind that I am concerned with 
here. Thus I would expect to find representational momentum 
for any dimension of  continuous change, but not discontinuous 
change, (cf. Findings 3 and 9) that can be mentally represented. 

Concluding Remarks  on the Special Status 
o f  D y n a m i c  In fo rmat ion  

In this last section of  the article, I will speculate on three is- 
sues related to the Sl~*~ial status of  dynamic information: the 

mental representation of  action, the possibility that statics may 
be perceived as forces in equilibrium, and ways that movement 
may be captured in art. 

Mental Conceptions of  Actions 

I would like to allow for the possibility that nonimagistic sorts 
of  mental representations can be dynamic. Although the tem- 
poral dimension would have to be an intrinsic representation 
of  time, and it would have to be necessary, the other dimensions 
or relations represented could conceivably be nonimagistic, 
even propositional. However, if one assumes that mental repre- 
sentations are dynamic, certain arguments in favor of  abstract 
coding over imaginal coding must be reconsidered. One point 
that is often made is that an analogical code cannot represent 
certain concepts. Premack (1983), for instance, argued that 
concepts of  relations, such as opening, can only be represented 
in an abstract code because there is no way of  having an image 
of  the relation in general, such as opening per se. Yet, no single 
static image can look exactly like every member of a category 
even if the category is based on the static appearance of  its items 
(such as the category animal). What, then, is fundamentally 
different about the representation of  an action or relation? Why 
not imagine a generic case of opening (see also Freyd, 1983b) 
as well as a generic case of  animal? There are many similar ex- 
amples of concepts that are inherently dynamic. For instance, 
concepts such as causality, or even justice, involve time. 
Whether the mental code used to represent such concepts is 
abstract or analogical, a representation that naturally includes 
time would be much simpler than one that does not. 
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of two objects at rest, one supporting the other (e.g., a lock hang- 
ing from a hook or a lock sitting on a block). This was followed 
by a picture of the previously supported object (e.g., the lock) 
shown alone but in the same position. Subjects were asked to 
remember the object's position. In the critical trials subjects 
were then shown the previously supported object alone and in 
a slightly different position. They were asked to indicate 
whether the position of the object had changed. If the new posi- 
tion was in the direction of  change that the object would have 
moved in real life with the removal of  support, subjects were 
very likely to incorrectly respond "same." This finding supports 
the claim that even the perception of  objects at rest involves the 
mental representation of dynamic information. 

Figure 7. Results from an experiment reported by Freyd and Johnson 
(1987). (Shift estimates derived from quadratic regressions are plotted 
against retention-interval condition.) 

Perceiving Statics as Forces in Equilibrium 

One could argue that there really are very few situations in 
which an idea or concept is totally static. For example, although 
the concept of an object (such as coffee cup) seems more static 
than the concept of  an action (such as drinking coffee), it may 
be, as suggested by Cassirer (1944), Helmholtz (1894/1971), 
Shepard (1981), and others (see Hochberg, 1979, 1981, for a 
discussion), that the perception of all objects depends on knowl- 
edge of  their possible transformations. As Helmholtz wrote, 
"Being acquainted with the material form of an object, we are 
able to represent clearly in our minds all the perspective images 
we expect to see when we look at it from different s ides . .  "' 
(1894/1971, p. 504). 

If  mental representations are most naturally dynamic, one 
might want to say that static representations, if they exist, are 
special cases of  dynamic representations. This suggests an inter- 
esting parallel to the development of  physical theory: Not until 
Galileo did physicists realize that the world is best conceptual- 
ized as having naturally moving parts, that static objects are 
usually static because of  counterbalanced forces being applied 
to them (such as gravity and the normal force of  the earth), and 
that moving objects stop because of  the force of  friction. That 
is, in the modern view of  basic physics, virtually all objects in 
our environment fail to move only because supporting forces 
are balanced against gravitational forces or the like, and even 
so, objects are conceived according to their possible motions. 
For example, we regard a resting object as having a potential 
energy, which is converted to kinetic energy when the motion 
takes place. Similarly, the mind might represent nonevents (e.g., 
objects) according to the ways in which they could be part of  an 
event (e.g., moving objects). Recent research (Freyd & Cheng, 
1986) supports just such a claim. We showed subjects pictures 

Art and Movement 

People often comment that a particularly pleasing painting, 
photograph, or sculpture captures some sort of movement (e.g., 
see Anaheim, 1972). As the survey by Friedman and Stevenson 
(1980) and the results of  the experiments on picture perception 
(Freyd, 1983c) suggest, this aesthetic may be due to the nature 
of  the mental representations of  such art. Thus, when viewing 
Michelangelo's David, one of the reasons for excitement might 
be that the mental representation of  the sculpture is particularly 
dynamic; that we anticipate the potential movements of the 
static form. Another way in which art might be dynamic is by 
virtue of  the balance of opposing forces; Arnheim (1972) sug- 
gested that visual dynamics are particularly strong when the 
picture is in a kind of  equilibrium (perhaps as in the displays 
used by Freyd & Cheng, 1986). 

There is yet another possible source of  movement informa- 
tion in art, analogous to the tacit knowledge of handwriting 
methods (Babcock & Freyd, in press; Freyd, 1983d): Some 
works seem to come alive through the dynamics underlying 
their physical construction. For instance, it seems that knowing 
the technique used to produce a painting can often make the 
painting come to life and be appreciable as art. (This is different 
from respecting good technique as such.) Knowing that Jack- 
son Pollock rehearsed each painting, that his finished product 
is the record of  highly controlled sweeps of  his arm, can drasti- 
cally change (and perhaps improve) the perception of  his paint- 
ings. Likewise, the Japanese are conscious of  the fact that a mas- 
ter calligrapher creates his work in moments, after years of  re- 
hearsal, and that the motion totally determines the final form; 
thus the motion is what is often discussed by critics. 

S u m m a r y  

Earlier in this article I argued that the importance of perceiv- 
ing dynamic information, which has been recognized by many 
students of  motion and event perception, extends to the percep- 
tion of  stimuli that are not changing in real time. I went on 
to argue that dynamic information may be crucial to mental 
representation as well. One connection between these argu- 
ments involves speculation about the evolution of  the mind: 
Higher cognitive mechanisms are often thought to have their 
evolutionary root in the perceptual system (Shepard, 1981; 
Shepard & Podgorny, 1978; see also Fodor, 1972; Rozin, 1976), 
and to the extent that dynamic information is important to per- 
ception, we may expect it to be important to representation. 
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Thus  the same basic dynamic  representation might be used for 
the perception, the memory, and the imagination of  certain 
events (such as a person walking). Similarly, to the extent that 
the perception of  even a static object depends on a representa- 
tion of  forces held in equil ibrium, dynamic  representations 
from higher cognitive processing may be used in perception. 
Thus, even when something is not  an event, such as a coffee 
cup, it might be normally represented as if it could be part of  
an event, such as a coffee cup falling or being picked up. 

Refe rences  

Anderson, J. R. (1976). Language, memory and thought. Hillsdale, N J: 
Eribaum. 

Anderson, J. R., & Bower, G. H. (1973). Human associative memory, 
Washington, DC: Winston. 

Anaheim, R. (1972). Toward a psychology of art. Berkeley: University 
of California Press. 

Babcock, M. K., & Freyd, J. J. (in press). The perception of dynamic 
information in static handwritten forms. The American Journal of 
Psychology. 

Bartlett, E E. (1932). Remembering: A study in experimental and social 
psychology. Cambridge, England: Cambridge University Press. 

Boring, E. G. (1942). Sensation and perception in the history of experi- 
mentalpsychology. New York: Appleton-Century-Crofts. 

Braddick, O. J. (1974). A short range process in apparent motion. Vi- 
sion Research, 14, 519-527. 

Braddick, O. J. (1980). Low-level and high-level processes in apparent 
motion. Philosophical Transactions of the Royal Society of London, 
290B, 137-151. 

Cassirer, E. (1944). The concept of group and the theory of perception. 
Psychologica, 5, 1-35. 

Collins, A. M., & Quillian, M. R. (1969). Retrieval time from semantic 
memory. Journal of Verbal Learning and Verbal Behavior, 8, 240- 
248. 

Cooper, L. A. (1976). Demonstration of a mental analog of an external 
rotation. Perception & Psychophysics, 19, 296-302. 

Cooper, L. A., & Shepard, R. N. (1973). Chronometric studies of the 
rotation of mental images. In W. G. Chase (Ed.), Visual information 
processing (pp. 75-176). New York: Academic Press. 

Cutting, J. E., & Koziowski, L. T. (1977). Recognizing friends by their 
walk: Gait perception without familiarity. Bulletin of the Psycho- 
nomic Society, 9, 353-356. 

Cutting, J. E., & Proffltt, D. R. (1981). Gait perception as an example 
of how we may perceive events. In R. D. Walk & H. L. Pick (Eds.), 
Intersensory perception and sensory integration (pp. 249-273). New 
York: Plenum Press. 

Finke, R. A., & Freyd, J. J. (1985). Transformations of visual memory 
induced by implied motions of pattern elements. Journal of Experi- 
mental Psychology: Learning, Memory, & Cognition, 11, 780-794. 

Finke, R. A., Freyd, J. J., & Shyi, G. C.-W. (1986). Implied velocity and 
acceleration induce transformations of visual memory. Journal of 
Experimental Psychology." General, 115, 175-188. 

Finke, R. A., & Shyi, G. C.-W. (in press). Mental extrapolations and 
representational momentum for complex implied motions. Journal 
of Experimental Psychology: Learning, Memory, & Cognition. 

Fodor, J. A. (1972). Some reflections on L. S. Vygotsky's "Thought and 
language." Cognition, 1, 83-95. 

Fodor, J. A. (1983). Modularity of mind. Cambridge: MIT Press/Brad- 
ford Books. 

Freyd, J. J. (1983a). Apparent accelerated motion and dynamic mental 
representations. Unpublished doctoral dissertation, Stanford Univer- 
sity, Stanford, CA. 

Freyd, J. J. (1983b). The mental representation of action. The Brain & 
Behavioral Sciences, 6, 145-146. 

Freyd, J. J. (1983c). The mental representation of movement when 
viewing static stimuli. Perception & Psychophysics, 33, 575-581. 

Freyd, J. J. (1983d). Representing the dynamics of a static form. Mem- 
ory & Cognition, 11, 342-346. 

Freyd, J. J., & Cheng, J. ( 1986, November). The perception of statics as 
forces in equilibrium. Paper presented at the meeting of the Psycho- 
nomic Society, New Orleans. 

Freyd, J. J., & Finke, R. A. (1984). Representational momentum. Jour- 
nal of Experimental Psychology: Learning, Memory, & Cognition, 1 O, 
126-132. 

Freyd, J. J., & Finke, R. A. (1985). A velocity effect for representational 
momentum. Bulletin of the Psychonomic Society, 23, 443-446. 

Freyd, J. J., & Johnson, J. Q. (1987). Probing the time course of repre- 
sentational momentum. Journal of Experimental Psychology. Learn- 
ing, Memory, & Cognition, 13, 259-268. 

Friedman, S. L., & Stevenson, M. B. (1980). Perception of movement 
in pictures. In M. A. Hagen (Ed.), The perception of pictures (Vol. 1, 
pp. 225-255). New York: Academic Press. 

Gibson, E. J., Gibson, J. J., Pick, A. D., & Osser, H. (1962). A develop- 
mental study of the discrimination of letter-like forms. Journal of 
Comparative and Physiological Psychology, 55, 897-906. 

Gibson, E. J., & Levin, H. (1975). The psychology of reading. Cam- 
bridge: MIT Press. 

Gibson, J. J. (1950). The perception of the visual world. Boston: 
Houghton Mifflin. 

Gibson, J. J. (1966). The senses considered as perceptual systems. Bos- 
ton: Houghton Mifflin. 

Gibson, J. J. (1979). The ecological approach to visual perception. Bos- 
ton: Houghton Mifflin. 

Helmholtz, H. von.( 1971 ). The origin and correct interpretation of our 
sense impressions. In R. Kahl (Ed.), Selected writings of Hermann 
yon Helmholtz (pp. 501-512). Middleton, CT: Wesleyan University 
Press. (Original work published 1894) 

Hochberg, J. (1979). Sensation and perception. In E. Hearst (Ed.), The 
first century of experimental psychology (pp. 89-146). Hillsdale, N J: 
Edbaum. 

Hochberg, J. (1981). Levels of perceptual organization. In M. Kubovy 
& J. R. Pomerantz (Eds.), Perceptual organization (pp. 255-278). 
Hillsdale, NJ: Erlbaum. 

Johansson, G. ( 1950). Configurations in event perception. Uppsala, Swe- 
den: Almqvist & WikseU. 

Johansson, G. (1973). Visual perception of biological motion and a 
model for its analysis. Perception & Psychophysics, 14, 202-21 I. 

Johansson, G. (1975). Visual motion perception. Scientific American, 
232, 76-88. 

Jones, M. R. (1976). Time, our lost dimension: Toward a new theory of 
perception, attention, and memory. Psychological Review, 83, 323- 
355. 

Kellman, E J., & Spelke, E. S. (1983). Perception of partly occluded 
objects in infancy. Cognitive Psychology, 15, 483-524. 

Kelly, M., & Freyd, J. J. (1987). Explorations of representational mo- 
mentum. Cognitive Psychology, 19, 369-401. 

Kolers, E A. (1972). Aspects of motion perception. Oxford, England: 
Pergamon Press. 

Kolers, E A., & Smythe, W. E. (1979). Images, symbols, and skills. Ca- 
nadian Journal of Psychology, 33, 158-184. 

Kosslyn, S. M. (1980). Image and mind. Cambridge: Harvard Univer- 
sity Press. 

Kosslyn, S. M., Ball, T. M., & Reiser, B. J. (1978). Visual images pre- 
serve metric spatial information: Evidence from studies of image 
scanning. Journal of Experimental Psychology: Human Perception 
and Performance, 4, 47-60. 

Kubovy, M. (t983). Mental imagery majestically transforming cogni- 
tive psychology. Contemporary Psychology,, 28, 661-663. 

Lasher, M. D. ( 198 l). The Cognitive representation of an event involv- 
ing human motion. Cognitive Psychology, 13, 391-406. 



438 JENNIFER J. FREYD 

Liberman, A. M., Cooper, E S., Shankweiler, D. S., & Studdart-Ken- 
nedy, M. (1967). Perception of the speech code. PsychologicalReview, 
74, 431--461. 

Loftus, E. E (1975). Leading questions and the eyewitness report. Cog- 
nitive Psychology,, 7, 560-572. 

Loftus, E. E, Miller, D. G., & Burns, H. J. (1978). Semantic integration 
of verbal information into a visual memory. Journal of Experimental 
Psychology: Human Learning and Memo~ 4, 19-31. 

Palmer, S. E. (1978). Fundamental aspects of cognitive representation. 
In E. Rosch & B. B. Lloyd (Eds.), Cognition and categorization (pp. 
259-303). Hillsdalr NJ: Erlbaum. 

Pick, A. D. (I 965). Improvement of visual and tactual form discrimina- 
tion. Journal of Experimental Psychologs 69, 331-339. 

Poizner, H., Bellugi, U., & Lutes-Driscoll, V. (1981). Perception of 
American Sign Language in dynamic point-light displays. Journal of 
Experimental Psychology: Human Perception and Performance, 7, 
430 449. 

Premack, D. (1983). The codes of man and beasts. The Behavioral & 
Brain Sciences, 6, 125-167. 

Pylyshyn, Z. W. (1981). The imagery debate: Analogue media versus 
tacit knowledge. PsychologicalRevie~, 87, 16-45. 

Remez, R. E., Rubin, P. E., Pisoni, D. B., & Carrell, T. D. (1981). 
Speech perception without traditional speech cues. Science, 212, 
947-950. 

Robins, C., & Shepard, R. N. (1977). Spatio-temporal probing of appar- 
ent rotational movement. Perception & Psychophysics, 22, 12-18. 

Rozin, E (1976). The evolution of intelligence and access to the cogni- 
tive unconscious. In J. M. Sprague & A. A. Epstein (Eds.), Progress 
in psychobiology and physiological psychology (pp. 245-280). New 
York: Academic Press. 

Shepard, R. N. ( 1981). Psychophysical complementarity. In M. Kubovy 
& J. R. Pomerantz (Eds.), Perceptual organization (pp. 279-341). 
Hillsdale, NJ: Erlbaum. 

Shepard, R. N., & Cooper, L. A. (1982). Mental images and their trans- 
formations. Cambridge: MIT Press/Bradford Books. 

Shepard, R. N., & Metzler, J. (1971). Mental rotation of three-dimen- 
sional objects. Science, 171, 701-703. 

Shepard, R. N., & Podgorny, E (1978). Cognitive processes that resem- 
ble perceptual processes. In W. K. Estes (Ed.), Handbook of learning 
and cognitiveprocesses (pp. 189-237). HiUsdale, N J: Edbaum. 

Spelke, E. S. (1982). Perceptual knowledge of objects in infancy. In J. 
Mehler, M. Garrett, & E. Walker (Eds.), Perspectives in mental repre- 
sentations (pp. 409-430). Hillsdale, N J: Eribaum. 

Watt, W. C. (1980). What is the proper characterization of the alphabet? 
II: Composition. Ars Semiotica, 3, 3-46. 

Zimmer, A. (1982). Do we see what makes our script characteristic or 
do we only feel it? Modes of sensory control in handwriting. Psycho- 
logical Research, 44, 165-174. 

Received June 16, 1986 
Revision received March 16, 1987 

Accepted March 27, 1987 �9 

Cutting Appointed Editor of the Journal of Experimental Psychology." 
Human Perception and Performance, 1989-1994 

The Publications and Communications Board of the American Psychological Association an- 
nounces the appointment of James E. Cutting, Cornell University, as editor of the Journal o f  
Experimental Psychology." Human Perception and Performance for a 6-year term beginning in 
1989. The current editor, William Epstein, will be receiving submissions through September 
30, 1987. At that point, the 1988 volume will have been filled, and all submissions after that 
should be sent to James Cutting. Therefore, as of October 1, 1987, manuscripts should be 
directed to: 

James E. Cutting 
Department of Psychology 

Uris Hall 
Cornell University 

Ithaca, New York 14853-7601 


